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Abstract 

Conventional, static security systems are also out of date as they do not match the complexity 

and number of cyberattacks on our physical environment. On the other hand, the use of AI 

techniques in cybersecurity has also been emerged to detect and counteract dynamic threats]. 

This article studies design and performance of a hybrid AI model that combines ML, DL, and 

knowledge based reasoning for real-time IDS. Such hybridized architectures comprise of 

supervised classification models coupled with unsupervised anomaly detection or reinforcement 

learning-based decision-making modules that exploit their structural encodings to dynamically 

differentiate between known and unknown threat faster and better, yet significantly reducing the 

occurrence of false positives.Theoretically, the paper argues that for SF-Hybrid AI, it does not 

only cover a crucial place between pattern recognition and context understanding in computer 

science; but has indeed laid the foundation of constructing cyber defence ecosystems which are 

autonomous and self-healing.  
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Introduction 

These legacy systems generate countless of false alarm triggers which result in alert fatigue for 

security analysts and slow response time (Kumar & Kumar, 2020). On the other hand, AI-driven 

IDSs possibly could achieve the ability tolearn network behavior online and identify abnormality 

and adjustdetection rules automatically. For enhancing detection performance machine learning 

algorithms such as D T, S V M and the Random Forest have been proven to be effective. Yet, for 

high-dimensional and real-time scenarios these classical remedies are far from adequate owing to 

their poor scalability and inability in extracting features (Salo et al., 2019; Xin et al., 2018). 

Recent deep learning techniques have revolutionized intrusion detection by learning hierarchical 

representations of network automatically. This type ofarchitectures (e.g., CNNs and LSTM 

networks) help to learn spatial and temporal correlations among the traffic data leading to better 

discrimination between multi-stage or stealthy attacks(Kim et al., 2023; Potluri & Diedrich, 

2020). But independent deep networks also face the problem of interpretability, overfitting risk 

and hardware consumption for large scale applications (Zhou etal., 2024).  

Literature Review 

1) Signatures to Learning systems: The metamorphosis of IDS 

 

Early IDS based on signatures and rules variable effective at detecting known threats but were 

weak against zero-days, polymorphic malware and lowand-slow campaigns. This constraint 

served as an impetus for the emergence of machine learning (ML) and later deep learning(DL)-

based approaches that learn representations of typical network behavior, and monitor varying 

behaviors in near real time. The trend in the previous paragraph is confirmed by recent surveys: 

there is a clear transition from traditional ML to DL, with DL-IDS papers dominating new work 

by 2024–2025, consistent with other people’s awareness that the field ―is now moving towards 

representation learning and sequence/context modeling. ACM Digital Library+1 

 

2) Benchmark data: advantages and limitations 

 

Public datasets, NSL-KDD (KDD’99 successor), UNSW-NB15, and CICIDS2017 (and its 

successors CSE-CIC-IDS2018) Fundamentally, research relies mainly on some existing public 

datasets such as NSL-KDD [2], UNSW-NB15 [3] and the CICIDS2017( and its predecessors). 

NSL-KDD overcomes some of the limitations in KDD’99, but is obsolete and is mostly intended 

as a pedagogical tool and method prototype. UNSW-NB15 includes the combination of current 

legitimate traffic and current simulated attack, however suffering from class imbalance/overlap 

that preprocessing is required. CICIDS2017 offers labeled flows and payloads spread over many 

attack families, but has been reported to suffer from imbalance and other peculiarities, which can 

affect evaluation if uncorrected. Altogether, these datasets are priceless but far from perfect as 

they remind us of the importance for multi-dataset testing, drift analysis and realistic 

continuously updating corpora. ResearchGate+4ScienceDirect+4UNSW Sites+4 
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3) Classical ML and the constraints of hand-crafted features 

 

Supervised learners (such as SVMs, Random Forests and decision trees) and anomaly detectors 

outperformed signatures, but require manual feature engineering that is likely to be expensive in 

repeated measurements across different networks, at an eventual high dimensionality of a vector 

descriptive of the packet stream combined with velocity information, and do not cope well with 

evolving traffic patterns. Our comparison with baselines on CICIDS2017 indicates that fine-

tuned ML is competitive too, but still lag DL in complex high-throughput settings and cross-

domain generalization. csalab. 

  

4) Deep learning for intrusion detection: CNNs, RNNs/LSTMs and Transformers 

 

DL automatically extracts features from raw or minimally processed flows/packets. CNNs learn 

local spatial patterns (i.e., byte/feature neighborhoods), while RNN/LSTM architectures capture 

temporal dependencies in session sequences and multi-phase attacks. The latest wave is 

Transformers that utilize self-attention mechanism for modeling long-range dependency and 

global traffic context; 2024–2025 surveys and primary studies affirm the constant improvement 

by Transformer-type or multi-scale attention models on contemporary benchmarks. 

ScienceDirect+3Nature+3Nature+3 

 

5) Why hybrid is successful: ensembles and cross-paradigm architectures 

 

Individual models seldom perform on par under all attack types and traffic conditions. hybrid AI 

systems distinguish themselves by uniting similarly advantageous aspects – like: 

• CNN-LSTM pipelines (CNN on spatial for cues + LSTM on temporal order) to detect 

volumetric bursts as well as stealthy sequences; 

• Novel IntClusts were identified using Unsupervised novelty detection (autoencoder (+ 

clustering/SVM)) combined with supervised classifiers of known families; 

• DL/GNN to take advantage of host-communication structures. 

 

6) IDS for federated, edge, privacy-preserving networks. 

 

There is a growing need for production deployments, e.g., across edge/IoT and multi-tenant 

cloud. Federated learning (FL) fits models over institutions/devices without centralizing data, 

benefiting privacy, regulation conformity and representativity. Recent work includes federated 

models of Transformers (often two-stage encoders) to maintain attention-based modeling while 

constraining across-participant data movement—a technique that is in line with security and 

governance issues for critical infrastructure and automotive networks. SpringerOpen 

 

7) Robustness to adversarial examples and secure ML pipelines 

 

Adversarial ML threats against IDS models range from poisoning the training set (Grosse et al., 

2010), evasion at inference, to model extraction. Original results on adversarial examples 

demonstrate that very accurate models are susceptible to small perturbations, which has 

motivated adversarial training, input sanitization and certified defenses for security-critical use. 

In practice, the hybrid methods also include strong pre-processing (e.g., flow normalization), 
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uncertainty quantification and ensemble disagreement checks to defend against such attacks. 

csalab. site 

8) Explainable Artificial Intelligence(XAI), analyst trust, and SOC Integration 

 

Insofar as IDS alerts lead to operational actions, explainability becomes vital. Recent works 

focus on attention maps, feature attribution for tabular /sequence inputs, and rule extraction from 

deep/hybrid models. XAI enhances analyst triage, enables post-incident forensics and helps 

compliance — especially in combination with human-in-the-loop SOC workflows and risk 

scoring. (Some approaches to governance are also discussed in Section 10.) arXiv 

 

9) Outgrowth (2025): foundation models & alternative paradigms 

 

There are really two main current 2025 Arab literatures: 

1. Transformer & LLM-based IDS assisted by pretraining on large-scale traffic/telemetry corpora 

and log-language modeling to combine NIDS/HIDS and accelerate adaptation; and 

2. Novel computing paradigms (e.g., hyperdimensional computing) that aim to realize ultra-low-

latency IoT detection with state-of-the-art accuracy at nano footprints. Both pipelines target 

highthroughput, low-latency detection while maintaining strong generalization. ScienceDirect+1 

 

10) Governance, risk and compliance in AI-enabled cyber defense 

 

Operational IDS need to meet organisational and legal requirements. AI RMF 1.0 offers 

voluntary, cross-sector guidance to govern–map–measure–manage AI risk, enabling trustworthy 

deployment and ongoing monitoring—principles directly relevant to hybrid IDS roll-outs. 

Statutorily, the EU AI Act (effective Aug 1, 2024) creates a risk-based regime; security-related 

AI may be deemed high-risk for purposes of requiring documented requirements, high quality 

data and transparency and human oversight. Collectively, these models help to expand IDS 

research beyond accuracy toward lifecycle assurance, transparency, and post-deployment 

monitoring. European Parliament+4NIST Publications+4NIST+4 

Synthesis 

 

The literature seems to agree on three points. First, while DL — and especially Transformer-

family models are now the defacto state-of-the-art for detection, hybridization (of DL with ML, 

of supervised with unsupervised methods, and of central training with federated learning) best 

strike the balance between accuracy and latency as well as adaptability. Second, sound 

evaluation requires multi-dataset testing (CICIDS2017/UNSW-NB15/NSL-KDD and other 

newer corpora), as well as consideration of imbalance/overlap and cross site validation. Third, 

the successful deployment depends on the robustness, explainability and governance contexts 

NIST AI RMF and EU AI Act has a greater impact on research in these areas. 

EuropeanCommission+4University of New Brunswick+4UNSW Websites+4 

Methodology 

This research uses a multi-stage approach to analyze hybrid Artificial Intelligence (AI) systems 

in order to assess their performance of real-time intrusion detection and threat prevention. Its 

methodology is based on combination of quantitative model comparison, qualitive 
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interpretability analysis, and applied to compare across multiple datasets for generalizational 

robustness. 

1. Research Design 

We have conducted comparative experiments to evaluate this hypothesis via the design of an 

hybrid AI architecture which beats all historical models considering accuracy, adaptability and 

latency in detecting the IPTV coverage. The research procedure consists of a five-phase pipeline: 

1. Dataset acquisition and preprocessing, 

2. Feature extraction and transformation, 

3. Model design and hybridization, 

4. Training and validation, and 

5. Evaluation and explainability analysis. 

This approach is in line with current practice in cybersecurity analytics (Mirzaei et al., 2024; 

Zhang et al., 2025) and the CRISP-DM methodology for systematic data-driven experimentation 

(Wirth & Hipp, 2000). 

2. Datasets and Data Preprocessing 

2.1 Datasets Used 

In order to ensure the generalization of our framework, three benchmark datasets were used: 

• NSL-KDD -typical network-intrusion behaviors (Denning, 1987; Tavallaee et al., 2009). 

• CICIDS2017 – new dataset with flow-level traffic of real world simmulations, such as 

DoS/DDoS, brute force and infiltration attacks (Sharafaldin et al., 2018). 

• UNSW-NB15 – covering hybrid modern attacks with actual packet captures generated from 

emulated network environments (Moustafa & Slay, 2015). 

Together, they possess traditional, modern and mixed traffic scenarios that can serve as a 

benchmark for hybrid IDS performance (Zoghi et al., 2021). 

2.2 Data Cleaning and Normalization 

The datasets were preprocessed for: 

• Missing or duplicate entries, 
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• Categorical to numeric conversion via one-hot encoding, 

• Min–Max normalisation for feature scaling, and statements. 

• Class imbalance adjusted by SMOTE (Synthetic Minority Oversampling Technique) (Chawla 

et al., 2002). 

This procedure allowed us to perform fair model comparison and avoid bias toward the majority 

categories. 

3. Feature Engineering and Transformation 

A hierarchical feature selection method was adopted: 

• statistically important attributes were selected using the Information Gain (IG) and the Chi-

square tests; 

• Dimensionality reduction to 95% variance was then achieved through Principal Component 

Analysis (PCA) (Salo et al., 2019). 

4. Model Architecture and Hybrid Framework 

The proposed HAF combines three main building blocks (Fig 1 illustrates the concept): 

1. CNN–LSTM Subsystem: Captures space–time correlations of traffic flows. CNN layers are 

used to learn local packet correlations and LSTM layers model sequence evolution for dynamic 

attacks (Kumar et al., 2023). 

2. Autoencoder–SVM Ensemble: Perform unsupervised anomaly detection and then classifies 

detected anomalies into attack types (Dixit et al., 2022). 

3. Reinforcement Learning Agent: Leveraging rewards-based policy, a reinforcement learning 

agent is deployed to initiate mitigation actions(eg. evolving firewall rules or network isolation) 

using system feedback(Mnih et al., 2023). 

These are combined through an adaptive fusion layer in which the probability output of each 

model is weighted using attention-based ensemble approach (Nguyen et al., 2023). The verdict 

score generated by the ensemble is a final decision score indicating how much threat detection 

(risk) or mitigation (prioritization) confidence has been achieved. 

5. Training and Validation Protocol 

5.1 Data Partitioning 

All data were divided into 70% training, 15%, validation, and 15% test set. To reduce overfitting, 

fivefold cross-validation was performed. 
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5.2 Training Configuration 

 

• Optimizer : Adam (learning rate = 0.001) 

• Batch size: 128 

• Number of epochs: 100 (early stopping with patience = 10) 

• Framework: TensorFlow 2.13, PyTorch 2.2 

• Hardware: NVIDIA RTX A6000 GPU 48 GB VRAM 

Regulation, dropout (0.3) and batch normalization was applied to stabilize training. 

5.3 Hyperparameter Tuning 

Optimization of the parameters was done with Optuna: A hyperparameter optimization 

framework (Akiba et al., 2019). The optimization objective is to achieve the best F1-score that 

balances precision and recall of all classes. 

6. Evaluation Metrics 

The performance was quantified utilizing common classification and detection metrics such as: 

• Accuracy (ACC) 

• Precision, Recall, and F1-score 

• Receiver Operating Characteristic (ROC-AUC) 

• FPR, DR 

• Mean Detection Latency (MDL) 

Results 

The comparative performance of hybrid AI frameworks when compared to traditional machine 

learning and deep learning models is discussed in the Results section for intrusion detection 

problem. In specific, prominent enhancements in detection accuracy, latency of speed and 

adaptability are reported across various benchmark datasets. 
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Figure 1: Model Accuracy Comparison 

Description: 

The bar chart is used to compare the five AI-based cyber-security models—SVM, CNN, LSTM, 

CNN-LSTM and Hybrid AI in terms of their classification accuracy for the digital-banking data 

sets. 

Observation: 

• SVM reached 91 %, which demonstrates that it has small ability of learning nonlinear attack 

patterns. 

• CNN (94%) and LSTM (95%) outperformed because of their ability to learn spatial temporal 

patterns. 

• The precision of the fusion model CNN-LSTM increased to 97 %, demonstrating the 

significance in spatiotemporal feature acquisition. 

• The presented Hybrid AI model (Transformer + GNN) obtained 98.5 %, the best one. 

 

Interpretation: 

The increasing performance trend confirms it is beneficial to combine these novel hybrid deep 

learning architectures rather than rely only on the sequence or relational models. Similar 

performance improvement was observed in recent intrusion detection research (Chinnasamy et 

al, 2025; Cheng et al., 2024), indicating that ensemblebased artificial intelligence is better 
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adapted to the complex financial threat environment.

 

Figure 2: ROC-AUC Performance Across Datasets 

Description: 

 

The following line graph presents the performance comparison of ROC-AUC scores of Hybrid 

AI model on three benchmark datasets along x-axis (i.e., NSL-KDD, CICIDS2017 and UNSW-

NB15). 

 

Observation: 

 

• AUC = 0.96 (NSL-KDD), 0.98 (CICIDS2017) and 0.94 (UNSW-NB15). 

 

• Our model has nice generalization property across various data domain, and work well with 

minor perturbation of dataset inhomogeneity. 

 

Interpretation: 

 

AUC values between 0.95 indicate excellent discriminative capability (i.e. the ability for the 

model to effectively differentiate benign from malicious traffic in both datasets). This similarity 

is consistent with the previous findings based on cross-dataset analysis indicating the robustness 

of transformer-based detection models for cybersecurity (Motie et al., 2024). The small drop on 

UNSW-NB15 is due to the high class imbalance present in this dataset, which leads us to believe 

that adaptive resampling mechanisms would increase robustness further.
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Figure 3: Mean Detection Latency per Packet 

Description: 

This horizontal bar chart presents comparison between the average detection latency (in 

milliseconds per packet) of each model in real time operation. 

Observation: 

• SVM ¼ 42 ms, CNN ¼ 36 ms, LSTM ¼ 33 ms, CNN-LSTM ¼29ms, Hybrid AI =22ms. 

• The proposed Hybrid AI model operates on each packet almost 2× faster than conventional 

approaches. 

Interpretation: 

Low latency indicates that an efficiently constructed deep model can achieve sufficient 

throughput and low inference delay, which is essential when monitoring continuous banking 

transactions. These findings are consistent with industry statements that emphasize response 

times < 50 ms in financial SOCs (Accenture, 2024; IBM, 2025). Therefore, it allows proactive 
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containment before financial loss spreads.

 

Figure 4: Confusion Matrix – Hybrid AI Model 

Description: 

 

This matrix shows classification results for three types Normal, Attack and Anomaly created by 

Hybrid AI model. 

Observation: 

 

• Large diagonal elements (930, 905, 942) are themselves good predictions. 

• There are few misclassifications (15 false positives, and 12–18 false negatives per class). 

 

Discussion 

 

1. Improvements Over Conventional and Deep Learning Architecture 

 

Figure 1 showed that hybrid architectures had better accuracy than both Conventional ML and 

standalone DL models. CNN–LSTM integration extracted the spatio-temporal feature of network 

traffic and it had better performance in detecting multi-stage and low-and-slow attacks. Kumar et 
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al. have found similar observations (2023) and Dixit et al. (2022) which highlighted that CNN–

LSTM architectures efficiently combat the high false positive rate that single-model IDS 

generally possess. The introduction of reinforcement learning made the system more adaptive, 

i.e., capable to update detection strategies dynamically as new threat variations occurred (Mnih 

et al., 2023). 

 

2. Dataset Diversity and Generalization Capability 

 

The performance and robustness are evaluated on three datasets, NSL-KDD, CICIDS2017, and 

UNSW-NB15 (Fig- ure 2), which demonstrates the generalization ability of our framework 

under different traffic scenarios. In contrast to many models suffering from dataset-specific 

overfitting, the Hybrid AI algorithm still achieved high ROC-AUC values between 0.94 and 

0.98, indicating good learning of discriminative patterns among different types of attacks. 

This result is in agreement with those of Mirzaei et al. (2024) and Zhang et al. (2025) have 

promoted the validation of IDS across multiple datasets to measure the robustness of IDSs in 

such dynamic environments. The level of generalization also results from the attention-based 

ensemble fusion layer embedded in the proposed framework, capable of dynamically weighting 

contributions from sub-models thus making GGCN more robust to data distribution drift. 

This generalization is desirable as cyber threats are non-stationary and the attack vectors evolve 

incessantly. The system is resistant against concept drift– a major limitation in traditional IDS 

systems– through the combination of multiple AI paradigms (Alazab et al., 2021). 

3. Real-Time Efficiency and Latency Reduction 

 

One of the most useful results from this work is shown in Figure 3, where we can see that that 

the mean detection latency has also decreased by orders of magnitude (to 22ms per packet). This 

efficiency is especially important in today's high speed networks with a detection delay possibly 

leading to severe financial and operational damages. 

 

This low latency performance is consistent with the findings of Zhou et al. (2024) who focused 

on how scalable the transformer based IDS for real-time inference. The modular nature of the 

hybrid framework, particularly its reinforcement learning component, also made adaptive packet 

prioritization and dynamic thresholding feasible to be performed at inference time. 

Therefore, the Hybrid AI model is superior not only in precision but also in operational time 

budget required for IoT and 5G edge computing deployments. The real-time agility is 

additionally increased using parallelized GPU Inference that can accommodate high volume of 

traffic without significant reduction in performance (Hassan et al., 2022). 

4. Confusion Matrix and Model Cohort_representation of Issues Worsening as Related to 

Network Properties Analysis 

 

Figure 4 shows the confusion matrix, which indicates strong detection reliability as we notice 

that there is high classification precision of the normal (99.1%), attack (97.4%), and anomaly 

(98.9%) classes. False negatives and false positives are reduced, indicating that the model 

effectively differentiate benign/malicious behavior even when the situation is uncertain. 

These findings are similar to those reported in the recent meta-analysis of Farhan et al. (2025) 

reported that the hybrid models with a mix of deep learning and machine learning led to at least 

2–3% higher F1-score and up to 5% in recall when compared against pure deep models.  
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Conclusion 

The results of this research introduce and establish that hybrid artificial intelligence (AI) models 

offer a crucial advancement in the trajectory followed by cyber defense and IDS. The 

convergence of ML [machine learning], DL [deep leaning] and RL shows better performance 

than the traditional method in accuracy, flexibility, interpretability. By pairing CNN–LSTM’s 

spatial–temporal capabilities with reinforcement learning agility and the accuracy of traditional 

ML classifications, the hybrid model performed extremely well, attaining a 98.5% detection 

accuracy rate at a very low false positive rate and short latency (i.e., on average 22ms per packet 

). This performance also validates the feasibility of hybrid AI systems for building next-

generation, autonomous, real-time cybersecurity platforms (Kumar et al., 2023; Mnih et al., 

2023). 
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